Premelting, solid-fluid equilibria and thermodynamics in the high density region based on the Lennard-Jones potential
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The Lennard-Jones potential is taken as a basis to study the high density fluid and fcc solid state region, including solid-fluid equilibria. Numerous thermodynamic property data are supplied, elucidating the behavior of matter in this poorly studied region. Particular attention is thereby paid to the premelting zone, a range of states close to the melting line, which is characterized by an accelerated variation of several thermodynamic properties. Because the underlying microscopic mechanisms are not yet fully understood, it is hoped that these data may contribute to the development of a theoretical framework for premelting effects. The present molecular simulation results are extensively compared to the latest and most accurate models for fluid and solid phases.
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I. INTRODUCTION

Thermodynamic states ranging from the high density fluid up to the solid have attracted a lot of interest in the past decade and a number of new theoretical approaches has been developed to discuss important aspects of this region\textsuperscript{1-5}. However, this fact is accompanied by the surprising observation that closed thermodynamic information is available for hardly any real substance in this region. Common approaches to thermodynamic data are empirical equations of state (EOS). Unfortunately, there are only very few substances which were sufficiently measured in the laboratory to correlate high quality reference EOS\textsuperscript{6}. A thermodynamic quantity which can serve as a measure for the quality of EOS correlations is the Grüneisen parameter $\gamma_G$, which was analyzed in detail in a recent paper on 28 real fluids\textsuperscript{7}. That analysis showed that thermodynamic properties in the region beyond the triple point density are poorly described for most substances, mainly due to the lack of according experimental data.

The provision of complete thermodynamic information for a large region of the solid state is even more limited, a fact that should find more attention during the development of EOS that form the basis of common thermodynamic software tools\textsuperscript{8-10}. The melting process is of particular interest for various practical applications. In contrast to the highly developed theory of melting in two dimensional (2D) systems, the more important premelting phenomena in three dimensional (3D) crystals are only inadequately understood. For these reasons, it is desirable to provide complete thermodynamic information at least for model substances in the region discussed above. The statistical mechanical formalism proposed by Lustig\textsuperscript{11,12} allows for such an investigation because it incorporates, in principle, the calculation of an arbitrary number of partial Helmholtz energy derivatives in the canonic
(NVT) ensemble with a single simulation run. In the present study, we start developing this idea for the Lennard-Jones (LJ) potential.

The LJ interaction potential is widely used in molecular simulation studies because it is sufficiently realistic to represent small spherical and nonpolar molecules\textsuperscript{13} and it is an important model for studying phase equilibria\textsuperscript{14}, phase change processes\textsuperscript{15,16}, clustering behavior\textsuperscript{17}, or transport\textsuperscript{18} and interface properties\textsuperscript{19} of simple fluids. For its fluid state, a number of high quality EOS can be found in the literature\textsuperscript{20–24}. The LJ potential is commonly expressed as

\begin{equation}
    u_{\text{LJ}} = 4\varepsilon \left[ \left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^{6} \right],
\end{equation}

where \(\sigma\) and \(\varepsilon\) are its size and energy parameters, while \(r\) is the distance between two particles.

In this study, thermodynamic properties were investigated on the basis of Lustig’s formalism\textsuperscript{11,12} in a very large temperature and density range and, in this context, particular attention was paid to a detailed description of the premelting zone close to the melting line. For this purpose, solid-fluid equilibria (SFE) were determined up to high temperatures. Simulation results were compared to the latest and most accurate EOS in the fluid and solid phases. All numerical simulation data will be supplied in the supplementary material. The paper is organized as follows: Sections II and III introduce the molecular simulation method and the approach to determine SFE. Subsequently, the results of this study are discussed for the high density fluid (section IV) and solid state (section V). A conclusion sums the present findings up.
II. MOLECULAR SIMULATION METHOD

The molecular simulation tool ms2\textsuperscript{25,26} was recently extended with the statistical mechanical formalism by Lustig\textsuperscript{11,12}, which allows for the concurrent sampling of an arbitrary number of partial Helmholtz energy derivatives in the canonic (NVT) ensemble during a single simulation run. Every time independent thermodynamic property can be calculated from a combination of these partial derivatives\textsuperscript{6}. The total molar Helmholtz energy

\[ a(T, \rho) = a^o(T, \rho) + a^r(T, \rho), \]  

(2)

can be separated into an ideal (superscript "o") and a residual (superscript "r") contribution, where the latter is a consequence of the intermolecular interactions. For complex fluids, the ideal contribution to the Helmholtz energy is non-trivial and has to be determined experimentally (e.g. by spectroscopy) or by ab initio calculations. In the present case, the ideal contribution is straightforward because the LJ potential is monatomic. The reduced residual Helmholtz energy derivatives can be written as

\[ A_{mn}^r = (1/T)^m \rho^n \frac{\partial^{m+n} a^r(T, \rho)/(RT)}{\partial (1/T)^m \partial \rho^n}, \]  

(3)

wherein \( T \) denotes the temperature, \( \rho \) the density and \( R \) the ideal gas constant. \( m \) and \( n \) represent the order of the partial derivative with respect to density and inverse temperature, respectively. Although Lustig’s formalism\textsuperscript{11,12} may be used to sample the partial Helmholtz energy derivatives up to an arbitrary order, it was implemented in \( ms2 \) only up to the order of \( m = 3 \) and \( n = 2 \), yielding eight derivatives per simulation run. Table I gives an overview on their conversion into common thermodynamic properties. As usual for studies based on the LJ potential, all thermodynamic data are reported here in a reduced unit system. This
TABLE I. Thermodynamic properties in relation to the reduced Helmholtz energy derivatives, where the ideal contributions are \( A_{10}^o = -A_{20}^o = 3/2 \).

<table>
<thead>
<tr>
<th>Property</th>
<th>Relation to the reduced Helmholtz energy derivatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>pressure ( p = -(\partial a/\partial v)_T )</td>
<td>( \frac{p}{\rho RT} = 1 + A_{01}^r )</td>
</tr>
<tr>
<td>internal energy ( u = a - T(\partial a/\partial T)_v )</td>
<td>( \frac{u}{RT} = A_{10}^r + A_{10}^i )</td>
</tr>
<tr>
<td>enthalpy ( h = u + pv )</td>
<td>( \frac{h}{RT} = 1 + A_{01}^r + A_{10}^i + A_{10}^o )</td>
</tr>
<tr>
<td>isochoric heat capacity ( c_v = (\partial u/\partial T)_v )</td>
<td>( \frac{c_v}{R} = -A_{20}^o - A_{20}^r )</td>
</tr>
<tr>
<td>isobaric heat capacity ( c_p = (\partial h/\partial T)_p )</td>
<td>( \frac{c_p}{R} = -A_{20}^o - A_{20}^r + (1 + A_{01}^r - A_{11}^i)^2 1 + 2A_{01}^i + A_{02}^r )</td>
</tr>
<tr>
<td>thermal expansion coefficient ( \alpha = (\partial p/\partial T)_\rho \rho(\partial p/\partial \rho)_T )</td>
<td>( \alpha T = 1 + A_{01}^r - A_{11}^i ) 1 + 2A_{01}^i + A_{02}^r</td>
</tr>
<tr>
<td>isothermal compressibility ( \beta_T = (\rho(\partial p/\partial T)_\rho)_T^{-1} )</td>
<td>( \beta_T \rho RT = \frac{1}{1 + 2A_{01}^i + A_{02}^r} )</td>
</tr>
<tr>
<td>thermal pressure coefficient ( \gamma_v = (\partial p/\partial \rho)_T )</td>
<td>( \frac{\gamma_v}{\rho} = 1 + A_{01}^r - A_{11}^i )</td>
</tr>
<tr>
<td>entropy gradient ( (\partial s/\partial \rho)_T = 1/\rho^2(\partial^2 a/\partial T \partial v) )</td>
<td>( (\partial s/\partial \rho)<em>T = -(1 + A</em>{01}^r - A_{11}^i) )</td>
</tr>
<tr>
<td>density scaling exponent ( \gamma = (\partial \ln T/\partial \ln \rho)_s )</td>
<td>( \gamma = \frac{A_{01}^r - A_{11}^i}{A_{20}^r} )</td>
</tr>
<tr>
<td>Grüneisen parameter ( \gamma_G = (\partial p/\partial T)_\rho \rho c_v )</td>
<td>( \gamma_G = -\frac{1 + A_{01}^r - A_{11}^i}{A_{20}^r + A_{20}^i} )</td>
</tr>
<tr>
<td>speed of sound ( w = ((\partial p/\partial \rho)_s)^{1/2} )</td>
<td>( \frac{Mw^2}{RT} = 1 + 2A_{01}^i + A_{02}^i - \frac{(1 + A_{01}^i - A_{11}^i)^2 A_{20}^r + A_{20}^i}{A_{20}^r + A_{20}^i} )</td>
</tr>
<tr>
<td>Joule-Thomson coefficient ( \mu_{JT} = (\partial T/\partial p)_h )</td>
<td>( \mu_{JT} \rho R = \frac{-A_{01}^i + A_{02}^i + A_{11}^i}{(1 + A_{01}^i - A_{11}^i)^2 - (A_{20}^r + A_{20}^i)(1 + 2A_{01}^r + A_{02}^r)} )</td>
</tr>
</tbody>
</table>

reduction is based on the LJ size \( \sigma \) and energy \( \varepsilon \) parameters, e.g. \( T^* = T k_B / \varepsilon \), \( \rho^* = \rho / \sigma^3 \) and \( p^* = p / \sigma^3 / \varepsilon \) with Boltzmann’s constant \( k_B \) and pressure \( p \). The asterisk in the superscript, however, will be omitted in the following.

Most simulations were carried out with \( N = 1372 \) particles using Monte Carlo (MC) sampling with an acceptance rate\(^2^7\) of 0.5. Starting from a face centered cubic (fcc) lattice,
each run was equilibrated for $10^5$ cycles and then sampled for 2 to $3 \cdot 10^6$ cycles, where one cycle corresponds to 1372 translational propagation attempts. The cutoff radius was chosen to be half of the edge length of the cubic simulation volume in the present simulations in order to evaluate the interactions explicitly to the largest possible extent. A detailed discussion of this choice is given in the appendix. Statistical uncertainties of the simulation data were estimated by block averaging and the error propagation law was used for all subsequent calculations.

III. SOLID-FLUID EQUILIBRIA

For a study on the phase behavior of a thermodynamic system in the high density fluid region up to the solid state, solid-fluid coexistence plays a central role. Knowledge of the first-order freezing/melting transition is important in various fields, but it has proven to be difficult to give accurate predictions from experimental or theoretical treatments. Because key aspects of this phenomenon are poorly understood, computer simulation methods are valuable for exploring the freezing and melting behavior. For the LJ system, many results obtained from different calculation methods are available in the literature, such as the phase switch MC method, the interface pinning method, constrained $\lambda$ - fluid integration or Gibbs-Duhem integration (GDI).

An alternative to these approaches, the so called GWTS algorithm, was introduced by Ge et al. to determine the freezing point (FP) at a given temperature by applying small strain rates to the system using non-equilibrium molecular dynamics (MD) simulation. A change in the strain rate dependent pressure as a function of density indicates the presence of the FP. An entry into the two-phase fluid-solid region exhibits a sudden discontinuity of the zero strain rate pressure, whereas the pressure remains almost linear with increasing strain.
Extending the isobaric tie line from the known FP to the solid state, calculated with equilibrium MD, then yields the melting point (MP). The GWTS algorithm has been successfully applied for the determination of solid-fluid coexistence of the Gaussian core, Weeks-Chandler-Andersen and LJ potentials. Ge et al. mention that this phase transition can in principle also be determined by equilibrium MD or MC simulation without an applied strain. However, this approach requires small density increments to determine where exactly the pressure drop occurs on the liquid branch. This suggestion can naturally be combined with the thorough sampling of Helmholtz energy derivatives and because the present work is focused on thermodynamic data close to the freezing line (FL) and the melting line (ML), this approach was selected to determine the course of the FL and ML in \((\rho, T)\) coordinates. The GWTS algorithm was applied along eight isotherms \(T = 1.3, 2, 3.5, 6, 10, 15, 22, 30\). Fig. 1 shows the density dependent equilibrium (zero strain) pressure at \(T = 22\), indicating the pressure discontinuity at the FP density \(\rho_{FP}\) and the determination of the MP density \(\rho_{MP}\) as described above. The FP is at the end of the stable fluid branch and accordingly the MP is at the end of the stable solid branch. Metastable extensions of the fluid and solid state into the two-phase region are represented by dotted lines. Note that the metastable extension of the fluid branch was not determined in this study because metastable fluid state points of the SFE cannot be sampled straightforwardly by conventional MC. In the original version of the GWTS algorithm, the metastable extension of the fluid branch was determined by non-equilibrium MD simulations applying small, but finite strain rates to maintain the metastable state. The accuracy of the present method depends on the density increment \(\Delta \rho\), which was set to 0.01 between adjacent simulation runs. Because of this discretization, slight scatter occurs between the coexistence points at different temperatures, which were,
however, averaged out by a fit procedure.

\[ \rho_{FP} = T^{1/4} [l_0 + l_1 T^{-1} + l_2 T^{-2} + l_3 T^{-3} + l_4 T^{-4} + l_5 T^{-5}] \]  \hspace{1cm} (4)

\[ \rho_{MP} = T^{1/4} [s_0 + s_1 T^{-1} + s_2 T^{-2} + s_3 T^{-3} + s_4 T^{-4} + s_5 T^{-5}] \]  \hspace{1cm} (5)

For a proper description of the FL and the ML in the vicinity of the triple point, additional FP and MP data in the temperature range \(0.8 \leq T \leq 2.74\) from the literature\(^{37}\) were considered in the present non-linear least square fitting procedure. The according empirical parameters \(l_i\) and \(s_i\) are summarized in Table II.

FIG. 1. Equilibrium (zero strain) pressure as a function of density at \(T = 22\): (□) Present simulation data with parameter settings A, (○) with parameter settings B, (◇) with parameter settings C, (—) stable phase regions, (···) metastable extensions into the two-phase region (not sampled along the fluid branch). A detailed explanation of the parameter settings can be found in the appendix. The pressure discontinuity determines the freezing point density \(\rho_{FP}\) and the isobaric tie line to the solid branch yields the melting point density \(\rho_{MP}\). Note that there are three symbols at every state point.

FP and MP coordinates generated in this way were used to fit a correlation function as employed by Ahmed and Sadus\(^{37}\) and van der Hoef\(^{39}\)
The resulting FL and ML, together with the present simulation results from the GWTS algorithm and those of Ahmed and Sadus\textsuperscript{37}, are shown in Fig. 2. Moreover, an extrapolation of the FL correlation from ref.\textsuperscript{37} is also shown. Although only a limited temperature range $0.8 \leq T \leq 2.74$ was considered by Ahmed and Sadus\textsuperscript{37}, the agreement with the present results is satisfactory even at high temperatures. As shown by Thol et al.\textsuperscript{24}, an extrapolation of the ML based on the parameters given in ref.\textsuperscript{37} fails numerically and is therefore omitted in Fig. 2. Ahmed and Sadus calculated SFE with the GDI algorithm\textsuperscript{38}, relying on initial conditions at $T = 2.74$ obtained with the GWTS algorithm. The associated FL and ML are also shown in Fig. 2. In a recent study, Heyes and Braňka\textsuperscript{40} recalculated the course of the FL and the ML on the basis of molecular simulation data from the literature\textsuperscript{30,38,41,42}. Their results closely follow the coexistence lines of Ahmed and Sadus\textsuperscript{38} and are not shown in Fig. 2 for visibility reasons. It is striking that the coexistence lines from the GDI method deviate systematically from the results of the GWTS algorithm as the temperature increases, a result that was also noted by Sousa et al.\textsuperscript{41}. Any error in the initial conditions of the GDI method, which differ in ref.\textsuperscript{38} slightly from the published data based on the GWTS algorithm\textsuperscript{37} at $T = 2.74$, will systematically propagate to all other temperatures. However, the majority of published SFE data are limited to a relatively small temperature interval. This region is shown in the inset of Fig. 2, where the results of Pedersen\textsuperscript{31} are also depicted.

The entropy of fusion at the freezing/melting transition $\Delta s_{\text{fusion}} = \Delta h / T$, where $\Delta h$ is the difference between the enthalpy of fluid and fcc crystal at the coexistence temperature $T$, is shown in Fig. 3. The entropy of fusion decreases rapidly with increasing temperature and approaches an almost constant value at higher temperatures. This behavior reflects the high degree of order of the solid phase at lower temperatures $T$ compared to that at higher temperatures. At low temperatures, all simulation results are close to each other, at
TABLE II. Empirical parameters for the polynomial correlations (4) and (5) for the coexisting fluid and solid densities of the Lennard-Jones potential.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$l_i$</th>
<th>$s_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.794644020380345</td>
<td>0.824314738009423</td>
</tr>
<tr>
<td>1</td>
<td>0.279493601324887</td>
<td>0.345860792558053</td>
</tr>
<tr>
<td>2</td>
<td>-0.368399926419796</td>
<td>-0.406050983191368</td>
</tr>
<tr>
<td>3</td>
<td>0.354753078269791</td>
<td>0.391153270627875</td>
</tr>
<tr>
<td>4</td>
<td>-0.167169591601731</td>
<td>-0.164344343309084</td>
</tr>
<tr>
<td>5</td>
<td>0.029246365939460</td>
<td>0.018024225929690</td>
</tr>
</tbody>
</table>

FIG. 2. Density $\rho$ as a function of temperature along the freezing and the melting line: (▲) Present simulation data and (—) correlations thereof, cf. eqs. (4) and (5); (◦) Data of Ahmed and Sadus$^{37}$ and (−−) an extrapolation of the freezing line correlation$^{37}$; (——) Coexistence data from the GDI algorithm$^{38}$; (□) Data of Pedersen$^{31}$. The freezing line is always below the melting line in this figure.

At high temperatures, the data of Agrawal and Kofke$^{33}$ are above the present data. At $T \geq 6$, present values for $\Delta s_{\text{fusion}}$ approach those of the solely repulsive $r^{-12}$ potential for which $\Delta s_{\text{fusion}} = 0.9^{43}$. 
FIG. 3. Entropy of fusion $\Delta s_{\text{fusion}}$ as a function of temperature: (▲) Present simulation data; (○) Data of Ahmed and Sadus$^{37}$; (◇) Data of Pedersen$^{31}$; (□) Data of Agrawal and Kofke$^{33}$; (···) $\Delta s_{\text{fusion}} = 0.9$ in case of the $r^{-12}$ potential$^{43}$.

The fractional density change at freezing $f_{\text{dc}} = (\rho_{\text{MP}} - \rho_{\text{FP}})/\rho_{\text{FP}}$, also known as the miscibility gap, and the relative density difference at freezing $r_{\text{dd}} = 2(\rho_{\text{MP}} - \rho_{\text{FP}})/(\rho_{\text{MP}} + \rho_{\text{FP}})$ are shown in Fig. 4. These two properties can be used to quantify the influence of the interaction potential on solid-fluid coexistence. Both $f_{\text{dc}}$ and $r_{\text{dd}}$ decrease significantly with increasing temperature, indicating that the two-phase region is narrower at high temperatures than at low temperatures. The $f_{\text{dc}}$ and $r_{\text{dd}}$ ratios of the $r^{-12}$ potential are 0.038 and 0.037, respectively$^{43}$, cf. Fig. 4.

IV. THERMODYNAMIC PROPERTIES OF THE HIGH DENSITY FLUID STATE

Molecular simulation results ranging from the FL to the supercritical state of the LJ potential are presented along isochores in temperature dependent plots. The recently de-
FIG. 4. Fractional density change at freezing $f_{dc}$ and relative density difference at freezing $r_{dd}$ as a function of temperature: (▲) Present simulation data and (—) correlations thereof, cf. eqs. (4) and (5); (○) Data of Ahmed and Sadus$^{37}$; (—) Data of Ahmed and Sadus$^{38}$; (···) $f_{dc}$ and $r_{dd}$ ratios corresponding to the $r^{-12}$ potential$^{43}$. The $r_{dd}$ curve is always below the $f_{dc}$ curve in this figure.

The developed reference EOS by Thol et al.$^{24}$ was used to assess the validity of the present data. Since the data set that was used by Thol et al.$^{24}$ for the parametrization of their EOS included state points in the range $0.7 < T < 9$ and $\rho < 1.08$, a large part of the present simulation data is compared to an extrapolation of that EOS. Thermodynamic properties on the FL itself can not be calculated from that EOS directly, instead ($\rho$, $T$) coordinates from the present FL correlation, cf. eq. (4), were employed to obtain those values. Note that statistical simulation uncertainties of the simulation data discussed in the following are only depicted, if they exceed symbol size.
A. First order derivative properties

Pressure $p$ and enthalpy $h$ are shown in Fig. 5. As expected, both the pressure $p$, which is displayed on a logarithmic scale, and the enthalpy $h$ exhibit an almost linear increase with increasing temperature. The agreement with the EOS by Thol et al.\textsuperscript{24} up to its specified limits is almost perfect, exhibiting relative deviations of 0.17 \% for the pressure and 0.29 \% for the enthalpy. At higher temperatures, somewhat larger deviations occur, especially along the FL and the $\rho = 1.4$ isochore.

B. Second order derivative properties

Second order derivative properties, i.e. isochoric heat capacity $c_v$, isobaric heat capacity $c_p$, thermal expansion coefficient $\alpha$, isothermal compressibility $\beta_T$ or thermal pressure coefficient $\gamma_v$, are relevant for a wide range of thermodynamic considerations.

Fig. 6 shows molecular simulation results for the isochoric and isobaric heat capacities, which decrease monotonically with increasing temperature in the homogeneous fluid state. Along the FL, however, $c_v$ increases with temperature and seems to approach a constant value at very high temperatures. Deviations to the EOS by Thol et al.\textsuperscript{24}, especially for the four lowest isochores, are negligible. As expected, these deviations increase with both increasing temperature and density. The $c_v$ and $c_p$ data along the FL from the EOS by Thol et al.\textsuperscript{24} and the present molecular simulations, however, agree only qualitatively. This discrepancy is most likely caused by the fact that the isochoric heat capacity $c_v$ is a property which is very sensitive to phase transitions and therefore often serves as an equilibrium stability criterion, i.e. very small density variations in the vicinity of a coexistence curve lead to significant changes in terms of $c_v$.\textsuperscript{44,45} Accordingly, the accuracy of the GWTS
FIG. 5. Pressure $p$ (top) and enthalpy $h$ (bottom) along isochores in the high density fluid state: (—) EOS by Thol et al.$^{24}$, (—−) extrapolated and (···) using $\rho$ and $T$ coordinates from eq. (4) to calculate $p$ and $h$ values on the freezing line; (●) Present simulation data in the fluid phase and (▲) on the freezing line.

approach, which mainly depends on the density increment approaching the FL, strongly influences these data. Moreover, the density limit of the reference EOS by Thol et al.$^{24}$ is substantially exceeded on the FL, which seems to be particularly problematic for these thermodynamic properties.

The thermal expansion coefficient $\alpha$ and the isothermal compressibility $\beta_T$ are depicted on a logarithmic scale in Fig. 7 (top and center). Both properties decrease monotonically
Fig. 6. Isochoric heat capacity $c_v$ (top) and isobaric heat capacity $c_p$ (bottom) along isochores in the high density fluid state: (—) EOS by Thol et al.\textsuperscript{24}, (−−) extrapolated and (⋯) using $\rho$ and $T$ coordinates from eq. (4) to calculate $c_v$ and $c_p$ values on the freezing line; (●) Present simulation data in the fluid phase and (▲) on the freezing line.

with increasing temperature. The density dependence of $\alpha$ is comparably smaller than that of $\beta_T$, whereas the temperature dependence is converse. A very good consistency between the EOS by Thol et al.\textsuperscript{24} and the present molecular simulation data was found. Again, deviations are larger for very high densities and along the FL.

Fig. 7 (bottom) shows the thermal pressure coefficient $\gamma_v$, which is a combination of $\alpha$
FIG. 7. Thermal expansion coefficient $\alpha$, isothermal compressibility $\beta_T$ and thermal pressure coefficient $\gamma_v$ along isochores in the high density fluid state: (—) EOS by Thol et al.\textsuperscript{24}, (−−) extrapolated and (···) using $\rho$ and $T$ coordinates from eq. (4) to calculate $\alpha$, $\beta_T$ and $\gamma_v$ values on the freezing line; (●) Present simulation data in the fluid phase and (▲) on the freezing line.
and $\beta_T$. A good agreement between the present molecular simulation data and the EOS by Thol et al.\textsuperscript{24} can be observed for $\rho \leq 1.2$, whereas deviations are larger for higher density. The molecular simulation results show a steeper slope along the FL than the EOS.

C. First and second order derivative properties

In this last section on the high density fluid region of the LJ potential, more complex and less popular thermodynamic properties are discussed. These are speed of sound $w$, Joule-Thomson coefficient $\mu_{JT}$, Grüneisen parameter $\gamma_G$ and density scaling exponent $\gamma$, cf. Figs. 8 and 9. The speed of sound $w$ monotonically increases with increasing temperature. Beyond the range of validity of the EOS by Thol et al.\textsuperscript{24}, minor deviations to the present molecular simulation data were observed. At $\rho = 1.3$ and 1.4 as well as on the FL, an offset between the EOS and the molecular simulation data was found. Therefore, an extrapolation of the EOS by Thol et al.\textsuperscript{24} with respect to the temperature seems to work reasonably well, whereas the density extrapolation less so.

Fig. 8 (center) depicts the Joule-Thomson coefficient. Both from molecular simulation and the EOS by Thol et al.\textsuperscript{24} it can be seen that this property exhibits a minimum along the FL at low temperature. However, a constant offset between the molecular simulation data and the EOS by Thol et al.\textsuperscript{24} was observed along that phase boundary. Upon an increase of temperature, each of the studied isochores tends towards a constant value. The agreement between the EOS by Thol et al.\textsuperscript{24} and the molecular simulation data is satisfying for $\rho \leq 1.2$, while there are considerable deviations for $\rho = 1.3$ and 1.4. Note that the latter isochores are outside of the range of applicability of the EOS by Thol et al.\textsuperscript{24}.

The Grüneisen parameter monotonically decreases with increasing temperature, cf. Fig. 8 (bottom). A good agreement between the molecular simulation data and the EOS by Thol
FIG. 8. Speed of sound $w$, Joule-Thomson coefficient $\mu_{JT}$ and Grüneisen parameter $\gamma_G$ along isochore $w$ in the high density fluid state: (—) EOS by Thol et al. 24, (---) extrapolated and (···) using $\rho$ and $T$ coordinates from eq. (4) to calculate $w$, $\mu_{JT}$ and $\gamma_G$ values on the freezing line; (●) Present simulation data in the fluid phase and (▲) on the freezing line.
et al.\textsuperscript{24} was found for $T < 6$, at higher temperatures and higher densities deviations increase.

For the so called Roskilde simple systems (liquids and solids)\textsuperscript{46–49}, the existence of strong correlations between potential energy and virial fluctuations in the canonic ($NVT$) ensemble was recently identified and an isomorph theory\textsuperscript{1} was developed to describe this class of systems. Isomorphs are curves of invariant structure and dynamics in the phase diagram. The LJ system exhibits strong virial-potential energy correlations when approaching the FL and it was proposed that the FL may be an isomorph\textsuperscript{49}. A quantity which determines isomorphs in thermodynamic phase space is the density scaling exponent $\gamma$ that can also be expressed in terms of Helmholtz energy derivatives, cf. Table I. Because of the central role of the density scaling exponent in isomorph theory, this property was studied as well.

Its temperature dependence along isochores is shown in Fig. 9 (top). The density scaling exponent $\gamma$ decreases strongly for increasing temperature. Compared to all other properties, the largest deviations between the EOS by Thol et al.\textsuperscript{24} and the present simulation results were observed for $\gamma$. These are most significant along the FL. For a comparison of $\gamma$ along the FL, independent results from isomorph theory\textsuperscript{50} were applied, cf. Fig. 9 (bottom). The correspondence between both calculation methods is very good in the entire density range. For very high density (and pressure) the density scaling exponent approaches a postulated value of $\gamma \approx 4$, which has to be expected only under extreme conditions\textsuperscript{51}. This result shows that a severe extrapolation of the EOS by Thol et al.\textsuperscript{24} beyond its defined scope can be problematic for certain properties.

V. THERMODYNAMIC PROPERTIES OF THE FCC SOLID STATE

Thermodynamic properties of the LJ solid as a fcc crystal obtained from simulation were compared with two solid state models that are given in terms of the Helmholtz energy. In
FIG. 9. Density scaling exponent $\gamma$ along isochorces in the high density fluid state (top) and on the FL (bottom): (—) EOS by Thol et al.$^{24}$, (——) extrapolated and (···) using $\rho$ and $T$ coordinates from eq. (4) to calculate $\gamma$ values on the freezing line; (− · −) Isomorph theory$^{50}$; (●) Present simulation data in the fluid phase and (▲) on the freezing line.

contrast to models for the fluid phase, this type of equation for solids is rarely found in the literature. The most accurate EOS for the LJ fcc solid to date was published by van der Hoef$^{39,52}$, but it has a rather limited range of validity $0.1 \leq T \leq 2.0$ and $\rho_{m,s} \leq \rho \leq 1.2$, where $\rho_{m,s}$ is the density at melting or sublimation. A larger range of applicability is
provided by a very recent contribution of Lustig. In his entirely theoretical approach, the Lennard-Jones and Devonshire (LJD) cell theory was developed to essentially obtain complete thermodynamic information for any cubic lattice, including fcc, and any interaction potential that is part of the Mie class.

A comparison of these three approaches is, in contrast to the fluid state, presented in density dependent plots along isotherms, which allows for a clearer depiction of the data. To better discern the presented thermodynamic data, some isotherms nonetheless had to be shifted to avoid overlaps. For a given thermodynamic quantity \( X \), an offset was specified according to the following scheme

\[
X_{\text{shifted}}(\rho, T_i) = X(\rho, T_i) + i \Delta X ,
\]

with \( i = 0, 1, 2, \ldots, 7 \) and \( T_0 = 1.3, T_1 = 2.0, T_2 = 3.5, \ldots, T_7 = 30 \). In the figures discussed in this section, simulation results from the fluid phase close to the FL are also shown for the isotherm \( T = 1.3 \). The behavior of the fluid branches of the other considered isotherms is similar to that of the isotherm \( T = 1.3 \) so that they were omitted for the sake of clarity. Furthermore, the presentation of simulation results was extended beyond the ML, covering the metastable solid in the two-phase region because superheated crystals are of significant interest. Again, statistical uncertainties of the molecular simulation data are only shown in the plots, if they exceed symbol size.

A. First order derivative properties

Fig. 10 presents the pressure and the enthalpy, which are Helmholtz energy derivatives of first order. The coincidence between the EOS by van der Hoef, LJD theory and present simulation results is very good. However, the enthalpy shows for low densities at \( T \)
FIG. 10. Pressure $p$ (top) and enthalpy $h$ (bottom) of the fcc solid phase along different isotherms: (—) LJD theory$^{53}$; (—–) EOS by van der Hoef$^{39}$; (♦) Present simulation data in the solid phase and (○) in the fluid phase at $T = 1.3$. Note the shift of the isotherms $\Delta h = 100$ according to eq. (6).

$= 1.3$ a slightly better match between the EOS by van der Hoef$^{39}$ and the simulation data. Furthermore, the agreement of the enthalpy from LJD theory$^{53}$ and molecular simulation becomes slightly worse with increasing density and temperature. The pressure $p$ was found to be roughly temperature independent for $\rho > 3$.  
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B. Heat capacities and premelting

FIG. 11. Isochoric heat capacity $c_v$ (top) and isobaric heat capacity $c_p$ (bottom) of the fcc solid phase along different isotherms: (—) LJD theory$^{53}$; (—−) EOS by van der Hoef$^{39}$; (♦) Present simulation data in the solid phase and (●) in the fluid phase at $T = 1.3$. Note the shift of the isotherms $\Delta c_v = 0.1$ according to eq. (6).

The isochoric heat capacity $c_v$ is shown in Fig. 11 (top). An essentially perfect agreement between LJD theory$^{53}$ and the simulation data can be observed at higher densities, i.e. the relative deviation is only 0.1% at $\rho = 3$. The results of both methods approach the well-known Dulong-Petit value of $c_v = 3$ at high densities. Reducing the density leads to a
minimum of \( c_v \) along isotherms, followed by a sharp increase of the isochoric heat capacity upon approaching the ML. LJD theory\(^{53} \) fails to reproduce this anomalous behavior of \( c_v \). At least for \( T = 2 \), the EOS by van der Hoef\(^{39} \) covers that anomaly reasonably well. However, it is useful to verify the anomalous behavior of \( c_v \) near the ML in more detail.

In this context, independently generated internal energy data \( u \) provide a severe test for the isochoric heat capacity \( c_v \). Additional simulation runs were carried out along the isochore \( \rho = 1.05 \) to calculate \( c_v \) from the Helmholtz energy derivative \( A_{20} \) as well as its definition \( c_v = (\partial u / \partial T)_v \). The derivative \( (\partial u / \partial T)_v \) was approximated by the central difference quotient, filtering magnified noise with Savitzky-Golay smoothing\(^{57} \). Fig. 12 shows the results of both approaches. The agreement of the two simulation methods is very good and both data sets show a strong increase of \( c_v \) upon approaching the ML (at higher temperatures) and on the
other hand upon approaching the sublimation line (at lower temperatures). Agreement with the EOS by van der Hoef is very good, only at higher temperatures the increase of $c_v$ is not as pronounced as sampled by simulation. Both methods (using $A_{20}$ or $(\partial u/\partial T)_v$) were also applied for the fluid phase and compared to the EOS by Thol et al., cf. Fig. 12. The results show an excellent consistency.

The strong increase of $c_v$ in the vicinity of the ML reflects a thermal response to bulk premelting effects, a long-standing, but still unsolved phenomenon in 3D crystals. Premelting can be thought of as a localized loss of crystalline order that can be observed well below the melting transition. Melting normally starts at an interface as a heterogeneous process. In contrast, homogeneous melting occurs in surface-free bulk crystals in which local failure of the crystalline phase arises due to defects in the equilibrium lattice structure. In molecular simulation, however, surface-free fcc crystals are typically maintained by periodic boundary conditions. It is well known that thermodynamic properties of solids experience accelerated variation in the vicinity of the ML due to lattice defects. It is thus desirable to describe the according contributions concisely with a strict theoretical approach. However, a comprehensive theoretical framework that has been developed for 2D systems could not be extended to 3D crystals so far. In 3D, the most reliable theories suggest that the defects breaking crystalline order are dislocation lines that are emerging near the ML. Regardless of the fact that the microscopic mechanism of premelting is not fully understood, it is of interest to obtain quantitative information on the response behavior of thermodynamic properties due to these effects, which was one goal in this study.

The density dependent course of the isobaric heat capacity $c_p$ is presented in Fig. 11 (bottom). A strong increase of $c_p$ close to the ML was observed. The agreement between LJD theory and simulation is good at high density, where the results again approach the
Dulong-Petit value of $c_p = 3$. The EOS by van der Hoef\textsuperscript{39} agrees almost perfectly with the simulation data when approaching the ML. In contrast to $c_v$, the isobaric heat capacity does not exhibit a minimum along isotherms. Including the fluid region into the discussion, both heat capacities $c_v$ and $c_p$ exhibit along isotherms (Fig. 11) as well as isochores (Fig. 12) a λ-like shape when crossing the solid-fluid transition.

C. **Isochoric heat capacity at low temperature**

Two recent publications\textsuperscript{69,70} investigated the low temperature phase diagram of the LJ solid. The authors determined the phase boundary between hexagonal closed packed (hcp) and fcc solids at very low, but finite temperatures. Both studies confirmed that the hcp solid is the equilibrium phase at low temperatures in a density range of $\rho_s < \rho \lesssim 2.1$, where $\rho_s$ is the sublimation density, and that hcp-fcc coexistence exhibits reentrant behavior. It is thus of some interest to extend the calculations in this study also to low temperatures. Because the isochoric heat capacity $c_v$ is sensitive to phase transitions, it was focused here on the behavior of $c_v$ close to the postulated hcp-fcc transition\textsuperscript{70}.

To identify stable phase regions, Adidharma and Tan\textsuperscript{70} calculated Helmholtz energy differences between the hcp and fcc solid phases of the LJ potential. For this purpose, residual internal energy $u^r$ and pressure data in terms of the compressibility factor $Z$, obtained from simulation on hcp and fcc lattices, were correlated. In order to confirm the correct behavior of the present simulation data at low temperatures, they were compared to the data of Adidharma and Tan\textsuperscript{70}, cf. Fig. 13. The quantity $u^r/T$ is presented along two isochores $\rho = 1.05$ and 1.3 as a function of temperature. For each isochore, all $u^r/T$ values coincide. Because of their very close similarity, $u^r$ of hcp and fcc solids differ only on the order of $10^{-3}$. Deviations to the present simulation results are on the same order of magnitude,
FIG. 13. Quotient of residual internal energy and temperature $u^r/T$ along two isochores of $\rho = 1.05$ and 1.3 at low temperatures: (—) Fcc solid and (○) hcp solid from Adidharma and Tan$^70$; (▲) Present simulation data in the fcc solid. The vertical bar at the lower temperature axis marks the postulated hcp-fcc solid-solid equilibrium at $\rho = 1.3$.

corroborating the present data at the hcp-fcc transition.

In Fig. 14, the isochoric heat capacity $c_v$ is presented along two isochores. At $\rho = 1.3$, the outcome of all three approaches, i.e. molecular simulation, LJD theory$^{53}$ and an extrapolation of the EOS by van der Hoef$^{39}$, show in principle the same behavior, i.e. $c_v$ decreases with increasing temperature. A remarkable variation of $c_v$ at $\rho = 1.3$ in the vicinity of the hcp-fcc transition point was not observed, which is consistent with the findings of Fig. 13. At a density of $\rho = 3.0$, the simulated $c_v$ data remain at the classical Dulong-Petit value of $c_v = 3$. The isochoric heat capacity obtained from the LJD theory$^{53}$, however, approaches zero for $T \to 0$. Note that the hcp phase disappears at $\rho = 3.0^{69}$. 
D. Other thermodynamic properties

The density dependent course of the thermal pressure coefficient $\gamma_v$ is shown in Fig. 15 (top). Outside of the premelting zone, $\gamma_v$ increases with increasing density. Close to the melting transition, the thermal pressure coefficient passes through a minimum and then rises at low temperatures, but not as pronounced as at higher temperatures.

Fig. 15 (center) shows the Joule-Thomson coefficient $\mu_{JT}$ along isotherms. The results obtained from the EOS by van der Hoef\textsuperscript{39} agree very well with the present simulation data at low densities and temperatures, whereas LJD theory\textsuperscript{53} agrees well at higher densities. A pronounced minimum occurs along all isotherms.

Isotherms of the Grüneisen parameter $\gamma_G$ are presented in Fig. 15 (bottom), where simulated values exhibit only a very weak minimum at higher temperatures. $\gamma_G$ depends
FIG. 15. Thermal pressure coefficient $\gamma_v$, Joule-Thomson coefficient $\mu_{JT}$ and Gr"uneisen parameter $\gamma_G$ of the fcc solid phase along different isotherms: (—) LJD theory$^{53}$; (—−) EOS by van der Hoef$^{39}$; (♦) Present simulation data in the solid phase and (●) in the fluid phase at $T = 1.3$. Note the shift of the isotherms $\Delta \gamma_v = 1.2$ and $\Delta \gamma_G = 0.1$ according to eq. (6).
strongly on density and temperature in the premelting region, even a weak temperature
dependence is present at high densities. Considering also the fluid data at $T = 1.3$, again a
$\lambda$-like shape of $\gamma_G$ around the solid-fluid transition was observed.

Premelting effects should also express themselves in the partial derivative of the entropy
with respect to the density at constant temperature $(\partial s/\partial \rho)_T$, cf. Fig. 16. This derivative is
negative, indicating that compression of the solid leads to a lower entropy $s$. The accelerating
rate of $(\partial s/\partial \rho)_T$ close to the ML indicates more disorder caused by defects. Also in this
case, LJD theory\textsuperscript{53} does not reproduce the accelerated decrease of $(\partial s/\partial \rho)_T$.

Thermodynamic properties discussed so far exhibit good consistency between simulation
data and LJD theory\textsuperscript{53}. Both methods show an excellent agreement at higher densities.
However, when approaching the ML, the simulation results show a more or less accelerated

FIG. 16. Entropy derivative with respect to density at constant temperature $(\partial s/\partial \rho)_T$ of the fcc
solid phase along different isotherms: (—) LJD theory\textsuperscript{53}; (♦) Present simulation data in the solid
phase and (●) in the fluid phase at $T = 1.3$. Note the shift of the isotherms $\Delta(\partial s/\partial \rho)_T = -1.2$
according to eq. (6).
variation, depending on the property considered, indicating a response to premelting effects. Thus LJD theory$^{53}$ obviously does not contain the underlying physics. Instead, the EOS by van der Hoef$^{39}$, as an equation correlated to simulation data, does describe the behavior of state properties in this region mostly with an acceptable accuracy, indicating proper extrapolation capability. However, there are thermodynamic properties for which LJD theory$^{53}$ much better predicts the phase behavior, at least qualitatively sometimes up to the ML. These state variables are reported in the remainder of this section.

![Density scaling exponent γ of the fcc solid phase along different isotherms: (—) LJD theory$^{53}$; (♦) Present simulation data in the solid phase and (•) in the fluid phase at T = 1.3. Statistical uncertainties are only displayed, if they exceed symbol size. Note the shift of the isotherms $Δγ = 0.1$ according to eq. (6).](image)

The density scaling exponent $γ$, as shown in Fig. 17, might be considered as a quantity in between these categories. $γ$ from LJD theory$^{53}$ shows deviations with respect to simulation data in the vicinity of the ML, however, the qualitative behavior is predicted correctly. The density scaling exponent drops strongly with increasing density, approaching the postulated
value of $\gamma \approx 4.0$ at very high density (and pressure)$^{51}.$

FIG. 18. Thermal expansion coefficient $\alpha$ and isothermal compressibility $\beta_T$ of the fcc solid phase along different isotherms: (—) LJD theory$^{53};$ (---) EOS by van der Hoef$^{39};$ (♦) Present simulation data in the solid phase and (●) in the fluid phase at $T = 1.3$. Note the shift of the isotherms $\Delta \alpha = 0.01$ and $\Delta \beta_T = 0.01$ according to eq. (6).

Fig. 18 (top) shows the thermal expansion coefficient $\alpha$. Generally, $\alpha$ decreases very quickly with increasing density. Simulation data and LJD theory$^{53}$ agree very well for all densities and temperatures up to the ML, where only slight deviations between these approaches are observable. The EOS by van der Hoef$^{39}$ also coincides well with these calculations.
A similar situation was encountered for the isothermal compressibility $\beta_T$, as presented in Fig. 18 (bottom). All three calculation methods show a good agreement with each other. At high temperatures, only a weak density dependence was observed.

![Graph showing speed of sound $w$ of the fcc solid phase along different isochores: (—) LJD theory; (♦) Present simulation data in the solid phase and (▲) on the melting line calculated with the GWTS algorithm.](image)

FIG. 19. Speed of sound $w$ of the fcc solid phase along different isochores: (—) LJD theory; (♦) Present simulation data in the solid phase and (▲) on the melting line calculated with the GWTS algorithm.

The speed of sound $w$ is shown in Fig. 19. $w$ depends strongly on density, but only weakly on temperature. Therefore, a temperature dependent representation along isochores was chosen to allow for a better overview. No remarkable premelting effects near the ML were found for the speed of sound. With an unsigned relative deviation of 0.06 %, the agreement between present simulation data and LJD theory is almost perfect in the whole investigated phase space.
VI. CONCLUSION

Essentially complete thermodynamic information on time independent properties was
determined for the LJ potential in a large range of states from the high density fluid up to
the solid state. An entirely closed thermodynamic description of this state region, including
the freezing/melting transition of first order, is rarely found in the literature. Molecular
simulation results were compared to the latest and most accurate models for the fluid and
solid phases. It was found that these equations lead, at least for some thermodynamic
properties, to an inconsistent thermodynamic behavior close to the FL or the ML. Particular
attention was paid to thermodynamics due to premelting effects near the ML. A theoretical
framework describing premelting of 3D crystals has not been developed so far and simulations
are a valuable tool for obtaining relevant information. It was shown that a number of
properties exhibit accelerated variation in the premelting zone. Nevertheless, for the future,
the question remains how these excitations can be described and how a connection to the
underlying microscopic mechanisms can be developed. A promising path might be the one
recently proposed by Köbler and Bodryakov\textsuperscript{71}, describing heat capacity data by means of
critical-like power functions.
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APPENDIX

A. Parameter setting analysis

It is useful to compare the influence of different simulation parameters on the sampled thermodynamic properties of the LJ system. For this purpose, default parameter settings introduced in section II (parameter settings A) were varied. Investigating SFE may, e.g., be sensitive to potential cutoff conditions and system size. Therefore, separate simulations were performed at $T = 22$ to analyze the dependence of the simulation results on the cutoff conditions (parameter settings B) and on the particle number (parameter settings C).

Parameter settings B were the same as parameter settings A with a sufficiently large, but constant cutoff radius ($r_c = 4\sigma$). For parameter settings C, the number of particles was set to $N = 4000$, whereas all other parameters remained the same as for parameter settings A. The results of these two additional series are presented in Fig. 1, exhibiting almost the same behavior as for parameter settings A. These findings confirm results for rare-gas crystals from MC simulations with the LJ potential. Bocchetti and Diep determined the melting temperature for different system sizes, showing that the melting temperature does not significantly depend on system size for particle numbers $N \geq 500$. The maximum relative deviation between parameter settings A and B was below 0.05% and between parameter settings A and C below 0.15%.

Similar to the investigation of the pressure in Fig. 1, all other thermodynamic properties considered in this study were also analyzed for a dependence on simulation parameters along
the isotherm $T = 22$. For a thermodynamic quantity $X$, the relative difference according to $100 \left( \frac{X_A - X_i}{X_A} \right)$ was calculated. The differences between parameter settings A and B and the differences between parameter settings A and C were calculated.

The largest maximum difference between the employed parameter settings was found for the isobaric heat capacity $c_p$ with 1.4 % for parameter settings B and 3 % for parameter settings C relative to parameter settings A. The maximum differences are summarized in Table III for all other thermodynamic properties. The application of parameter settings C yields larger relative differences with respect to parameter settings A. However, considering that these values are the maximum deviations and that higher thermodynamic derivatives are more challenging to calculate or to measure in general, the results are very satisfactory. For this reason, we applied exclusively parameter settings A to sample the molecular simulation results discussed above.
TABLE III. Maximum relative deviations of different thermodynamic properties calculated with parameter settings B and parameter settings C parameters relative to parameter settings A at the temperature $T = 22$.

<table>
<thead>
<tr>
<th>Property</th>
<th>Parameter settings B [%]</th>
<th>Parameter settings C [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>pressure</td>
<td>$p$</td>
<td>0.05</td>
</tr>
<tr>
<td>enthalpy</td>
<td>$h$</td>
<td>0.04</td>
</tr>
<tr>
<td>isochoric heat capacity</td>
<td>$c_v$</td>
<td>1.0</td>
</tr>
<tr>
<td>isobaric heat capacity</td>
<td>$c_p$</td>
<td>1.4</td>
</tr>
<tr>
<td>speed of sound</td>
<td>$w$</td>
<td>0.04</td>
</tr>
<tr>
<td>Grüneisen parameter</td>
<td>$\gamma_G$</td>
<td>0.5</td>
</tr>
<tr>
<td>density scaling exponent</td>
<td>$\gamma$</td>
<td>0.04</td>
</tr>
<tr>
<td>thermal pressure coefficient</td>
<td>$\gamma_V$</td>
<td>1.2</td>
</tr>
<tr>
<td>isothermal compressibility</td>
<td>$\beta_T$</td>
<td>0.7</td>
</tr>
<tr>
<td>thermal expansion coefficient</td>
<td>$\alpha$</td>
<td>2</td>
</tr>
<tr>
<td>entropy gradient</td>
<td>$(\partial s/\partial \rho)_T$</td>
<td>1.2</td>
</tr>
</tbody>
</table>
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